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A. Introduction



Timing in the brain

Time is a fundamental aspect of brain function.                                                                          
But no dedicated sensory apparatus for encoding time. 

Natural stimuli like speech and music contain rich temporal structure.  

Listening to rhythms with a strong beat synchronizes our movements.  

Oscillatory signals support distinct brain functions and coordinate information transfer 
underlying various perceptual, cognitive and sensorimotor tasks. 

How do oscillatory signals particularly in the beta range (12-30 Hz) influence perception 
and estimation of temporally structured events?



Beta activity

Beta linked to the motor system, involved in overt movement and motor imagery. Beta 
power decreases before and during movement followed by a rebound. 

Beta activity in motor areas is related to the maintenance of the current state of the 
network as well as the expectancy of forthcoming events (Engel & Fries, 2010). 

Beta mediates long-distance cortical coupling (Kopell et al., 2000) 

Nested coupling between beta & gamma or delta & beta oscillations may facilitate 
cross-modal interaction between sensory channels that process information on different 
time scales. 

What is the precise role of beta oscillations in non-motor circuits underlying cognitive 
functions like timing and beat perception?



B. Role of beta oscillations in timing
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lines. Visible in the ERF is the N100m response
around 100 ms after each tone onset. Unlike the
ERF, for both beta and gamma the response to
each tone was clearly differentiated, and thus
could be quantified separately. Analysis of these
oscillatory responses used the amplitude enve-
lope, computed by Hilbert transform (heavy
line). To quantify the strength of response to
each tone, the mean power (amplitude2) en-
velope of the 15 channels with highest power
was computed. The mean power in the 200-ms
window following each tone onset was then
computed. The effect of the experimental ma-
nipulation was quantified as the proportional
increase of response power when the tone
was heard as the beat versus not the beat
(or physically accented versus not accented).
This is called the “imagined beat effect” (IBE).
For example, for the first tone, the IBE is
[Power(IB1) − Power(IB2)]/Power(IB2), where
Power(IB1) is the power of the response to
tone 1 when it is imagined to be the beat,
and Power(IB2) is the power of the response
to tone 1 when it is not imagined to be the
beat. Grand mean waveforms across partici-
pants were also computed. Prior to averaging
across participants, the mean beta and gamma
envelopes for each participant were separately
normalized by scaling the envelopes so that the
peak value across both conditions was one. As
both conditions were scaled equally, this did not
alter response relationships within an individ-
ual participant, but made comparisons between
participants more equal.

Results

Effect of Metrical Interpretation
on Brain Responses

In the first experiment, brain responses to the
TT0 stimuli were measured as listeners heard
the rhythm using one of two metrical interpre-
tations that placed the imagined beat either on
the first (IB1) or second tone (IB2). Figure 3
shows the across-participant (n = 10) grand
mean responses for the ERF, beta, and gamma

Figure 3. Across-participant grand means of nor-
malized evoked responses for the two imagined beat
conditions (n = 10; solid blue line: beat imagined
on tone 1; dashed red line: beat imagined on tone
2). Grand averages are shown for three frequency
bands: (A) ERF (1–10 Hz), (B) beta (20–30 Hz), and
(C) gamma (30–50 Hz). For beta and gamma, the
mean power envelopes were averaged across indi-
viduals after first normalizing each individual’s peak
power across both conditions to one. The largest dif-
ference is in the beta response, where the response
to both tones 1 and 2 is larger when that tone is
imagined to be the beat (arrows). (In color in Annals
online.)

frequency ranges for this experiment. IB1 re-
sponses are drawn with solid lines and IB2
responses with dashed lines. No significant
difference is observed between the ERF re-
sponses as a function of metrical interpretation
(Fig. 3A). The beta and gamma responses are

Evoked beta
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Figure 6. Summary of effects of imagined beat and physical accent: dissociation of beta-
and gamma-band responses. Bars show the mean effect size (across all participants and
across tones 1 and 2) of imagining the beat (solid) and physical accent (open) of increases in
responses in beta and gamma frequency bands. Both imagined beats and physical accents
positively modulate beta, whereas gamma is only modulated by physical accents. (Signifi-
cance [Wilcoxon signed-rank test]: ∗ ∗P < 0.01.)

interpretation have a strong modulatory effect
on early auditory evoked responses. This mod-
ulatory effect is temporally precise, and specific
in neural frequency: it was able to differentially
modulate responses to tones only 200 ms apart,
and only affected neural responses in the beta
range (no significant changes were seen in the
ERF (1–10 Hz) or gamma-band (30–50 Hz)
responses.)

A second finding is that imagining a tone
to be the beat increased beta in a similar way
as if that tone had been physically accented.
This suggests that the enhancement of beta
is perceptually relevant, relating to the cre-
ation of subjective accents through a process
that might neurally mimic aspects of responses
seen to exogenous accents. A third finding is
that while beta responses reflect both imagined
beat and physical accent, ERF and gamma-
band responses reflect only the physical
accent.

Together, these results suggest a special role
for brain activity in the beta range: evoked
beta reflects both top-down and bottom-up
processes, whereas the other evoked responses
respond only to physical stimulus features. This
suggests that neural activity in the beta range
plays an important role in the interaction of
endogenous and exogenous factors in shaping
perception. Furthermore, it suggests that such
interplay occurs early in the cortical auditory
processing of sound.

What else is known about sound-evoked
beta-band activity? While gamma-band re-
sponses to sound have been studied exten-
sively,12,13 sound-evoked beta has received rel-
atively less attention. Beta-band responses have
been suggested to serve as a marker of stimu-
lus novelty,14,15 and induced beta may indicate
periodic expectation.8 Sound-evoked beta has
also been suggested to modify the processing
of subsequent sounds.16 The finding of beta-
band involvement agrees with the findings of
Snyder and Large.8 The highest power of both
evoked and induced oscillatory activity, which
they observed to be most strongly linked to
metrical interpretation, was in the same 20–
30 Hz range as the beta activity reported here.
They found, as here, that evoked beta is sensi-
tive to physical parameters of the stimulus, but
it was not possible to separately examine the
effect of endogenous meter on evoked beta be-
cause beats always coincided with physical ac-
cents. Their main finding concerned induced
(nonphase-locked) beta, showing that it could
anticipate tone onsets and occurred even when
a tone was omitted.

Snyder and Large’s8 finding that induced
beta can anticipate tone onsets suggests a mech-
anism underlying the enhancement of evoked
response to the beat observed in the present ex-
periments: If an increase in induced beta coin-
cides with the beat and precedes the tone onset,
tones corresponding to the beat would arrive at

Ann. NY Acad. Sci.Evoked betaHuman MEG
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amplitude comodulation (390 ms condition) as
having the largest PCA factor loading (for coor-
dinates, see Table 1). All source waveforms across
the brain volume obtained from the beamformer
source analysis in each individual were used to
compute beta coherence between a given loca-
tion and one of the seed locations, defined as
follows:
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The complex waveforms x(t) and y(t) were ob-
tained with bandpass filtering between 18 and
25 Hz, and the Hilbert transform was applied
to all single trials (i % 1 . . . N ) of source wave-
forms. The coherence is a complex measure of
phase synchrony between the waveforms x(t)

Figure 1. Spectrotemporal dynamics of neuromagnetic activity recorded from right auditory cortex. All data shown are grand averages across the group of 12 participants. A, The time–frequency
map of signal power changes related to stimuli repeatedly presented every 390 ms (top row) shows a periodic pattern of signal increases and decreases in various frequency bands. B–D, The
time–frequency map for stimuli presented every 585 ms (B), every 780 ms (C), and the time–frequency map for randomly presented stimuli (D) show similar stimulus event-related pattern of signal
power change. E, Auditory evoked magnetic field waveforms observed with 151 MEG channels (top) and the corresponding waveform of auditory cortex activation (bottom). Prominent wave is the
P1 response with &80 ms peak latency. F, Time courses of beta-band power changes (20 –22 Hz) show a signal decrease immediately after stimulus onset, which is termed the beta desynchroni-
zation. The red arrows mark the onsets of stimuli. The dashed horizontal lines indicate the 99% confidence limits for the group mean. The vertical line at t % 190 ms indicates the latency of largest
beta desynchronization, which is similar for all stimulus condition.

Figure 2. Latency of stimulus-related beta desynchronization. A, Schema for measuring the peak latency and the latencies of the
midpoints of falling and rising slopes. B, Group mean latencies and their 95% confidence limits indicated by the length of
the horizontal bars.

1794 • J. Neurosci., February 1, 2012 • 32(5):1791–1802 Fujioka et al. • Beta Rhythm for Timing in Auditory-Motor Coupling
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In the march condition, the design LV expressed the contrast
between the downbeat (!1) and upbeat ("1) for the perception
and imagery conditions (Fig. 5, bar plot) to capture the beat-
related power decrease. In the march perception condition, the
LV was significant (p # 0.0249), explaining the difference in !
power between the downbeat and upbeat. The map of associated
brain areas, shown in Figure 5 (top right), indicates that only the
downbeat related !-ERD contributed to the contrast, involving
the auditory cortex, which is in line with the results in our equiv-
alent current dipole source analysis. However, the equivalent
PLS for the march imagery condition revealed significant
contributions from both downbeat and upbeat related !-ERDs in
different brain areas. The downbeat-related ERD involved the
right inferior parietal lobule (IPL), right superior temporal gyrus
(STG), precuneus, right precentral gyrus, and middle frontal
gyrus. The upbeat related !-ERD was observed in bilateral post-
central gyrus, right IPL and parahippocampal gyrus, and left
transverse temporal gyrus.

In the waltz condition, the nonrotated PLS analysis examined
data across the three beat types by two pairwise comparisons for
the perception and imagery stimulus intervals. LV1 used the con-
trast between downbeats (!1) and upbeats ("1), and LV2 used
the contrast between middle (!1) and upbeats ("1; Fig. 6, left,
bar plots). LV1 explained 36.0% and 44.3% of the data variance
in the perception and imagery conditions, respectively, but
reached statistical significance only in the waltz imagery condi-
tion (p # 0.0199), even though the waltz perception condition
used acoustically louder stimuli. Only brain areas in the right
middle temporal gyrus were significantly involved in the
downbeat-related !-ERD (Fig. 6A, right, blue colored areas),

whereas the upbeat !-ERD was associated
with power decreases in widespread areas
in the left STG, right cingulate gyrus, pre-
central gyrus, precuneus, and paracentral
lobule. LV2, representing the contrast be-
tween the middle beats and upbeats, ex-
plained 63.9% and 55.7% of the variance
in the waltz perception and waltz imagery
conditions, respectively, and reached sta-
tistical significance in both (p # 0.005 and
p $ 0.0001, respectively). The brain areas
exceeding the significance level by the
bootstrap test were associated with
!-ERD related to the upbeat (Fig. 6B, yel-
low), compared to that for the middle
beat. In the waltz perception condition,
the areas included bilateral auditory and
sensorimotor sites such as the STG, IPL,
and precentral and postcentral gyrus.
Also, medial and lateral premotor cortex
and anterior cingulate cortex contributed
to the contrast. The brain areas involved
in the waltz imagery condition were simi-
lar to those in the waltz perception condi-
tion, but included additional subcortical
areas such as the right claustrum and bi-
lateral cerebellum.

Altogether, the beamformer source
analysis followed by PLS revealed that me-
ter structure was reflected in the modula-
tion of ! power across a wide range of
brain areas such as the temporal, frontal,
and parietal lobes and cerebellum.

Changes in ! activity were generally sensitive to the meter struc-
ture and involved wide-range networks of brain areas that were
specifically different between march and waltz meters, and be-
tween perception and imagery conditions.

Discussion
Our study demonstrates four key findings. First, we replicated
our previous finding of periodic modulation of induced ! activity
in bilateral auditory cortices, elicited by isochronous beats. Sec-
ond, the amount of !-ERD 200 ms after beat onsets depended on
whether beats were perceived as accented or not, regardless of
whether the accents were physically present in the stimulus or
imagined. Third, march and waltz metrical structures elicited
different relationships between upbeats and downbeats. Fourth,
despite the common metric representation of ! activity in the
auditory cortex between the perception and imagery conditions,
the distributed brain areas representing the beat-type contrasts
differed between the stimulus intervals and meter types. In gen-
eral, compared to simply perceiving the meter, imagining the
meter subjectively required a notably larger number of brain ar-
eas. Also, the waltz condition was associated with a wider range of
sensorimotor and frontoparietal areas than the march condition,
particularly for the middle beat/upbeat contrast. Altogether, the
results demonstrate that meter processing likely involves orient-
ing temporal attention to upcoming beats differently according
to the beat type. Such temporal processing systematically regu-
lates the !-band network similarly to motor imagery tasks, but
without involvement of specific effectors or spatial attention.

The observed periodic ! modulation synchronized with the
beat interval regardless of beat type and meter (Figs. 2– 4) extends

Figure 2. Oscillatory activities related to the beat in the left and right auditory cortices, obtained by averaging across all beat
and meter types. Spectral power changes were referenced to the mean across the beat interval. A, The original TFR for all the beat
types averaged from the accented “perception” stimulus interval. The signal power increase at %100 ms latency between 5 and 15
Hz reflects spectral power of the auditory evoked response, which is enhanced by the acoustically accented beats. B, The TFR during
the unaccented imagery stimulus interval. This contains less contribution from the evoked response because all the stimuli are
unaccented. C, D, Induced oscillatory activities expressed in the TFRs in which the spectral power of the averaged evoked response
was subtracted before averaging, thus leaving only non-phase-locked signal power changes. E, F, Time series of ! modulation in
the 15–25 Hz band. The !-ERD was referenced to the maximum amplitude at %50 ms latency.

Fujioka et al. • Metric Timing in Beta Rhythm J. Neurosci., November 11, 2015 • 35(45):15187–15198 • 15193
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perception (Macar et al., 2006; Harrington et al., 2010) and
time production tasks in the scale of hundreds of milliseconds
(Jin et al., 2009; Wiener et al., 2010), including the SCT (Rao et
al., 1997; Merchant et al., 2011, 2013a; Perez et al., 2013).
Therefore, in the present study, we investigated the dynamic
changes of both the spiking responses and the !- and
"-activity in LFPs of the putamen during a version of SCT with
three intervals in the synchronization phase and three inter-
vals in the continuation phase.

Materials and Methods
General
Two male monkeys (Macaca mulatta, 5–7 kg body weight) were trained
to tap on a push button in a SCT (see below). Neurophysiological record-
ings were performed in the putamen during performance of the task
(Merchant et al., 1997). All the animal experimental procedures were
approved by the National University of Mexico Institutional Animal
Care and Use Committee and conformed to the principles outlined in the
Guide for Care and Use of Laboratory Animals (National Institutes of
Health, publication number 85-23, revised 1985).

Task (SCT)
The SCT used in this study has been described previously (Zarco et al.,
2009; Merchant et al., 2011). Briefly, the monkeys were required to
push a button each time stimuli with a constant interstimulus interval
were presented, which resulted in a stimulus-movement cycle (see
Fig. 1A). After four consecutive synchronized movements, the stimuli

were eliminated, and the monkeys continued
tapping with the same interval for three ad-
ditional intervals, producing 6 sequential in-
tertap intervals. Liquid reward contingencies
changed as a function of the trial duration, as
described previously (Zarco et al., 2009).
Trials were separated by a variable intertrial
interval (2– 4 s). Trials with produced inter-
vals !18% of absolute error with respect to
the target interval were considered correct.
The target intertap intervals, defined by brief
auditory (33 ms, 2000 Hz, 65 dB) or visual
(32 ms, 10 " 10 cm square) stimuli were 450,
550, 650, 850, and 1000 ms and were pre-
sented in random order within a repetition.
Five repetitions were collected for each target
interval.

Neural recordings
LFPs and single-cell activity were recorded in
the putamen using a system with 7 indepen-
dently movable microelectrodes (1–3 M#,
Thomas Recording) (Merchant et al., 2001).
Electrodes were placed using guiding cannu-
lae. Recordings were made in sites where
single-unit activity was found, and the re-
cording sites changed from session to ses-
sion. At each site, raw extracellular electric
activity was sampled at 40 kHz. Spikes were
manually sorted using the Offline Sorter
(Plexon). LFPs were acquired by low-pass fil-
tering the raw signal (Thomas Recording,
cutoff 140 Hz) and then down-sampling the
filtered signal at 571 Hz. Structural MRI was
used to localize the recording sites. Using the
voxel size, the 3D Cartesian coordinates
(x,y,z) of the insertion site (origin), and the
target recording site, we computed the fol-
lowing three measures in spherical coordi-
nates (see Fig. 1B):

#

$ !$ xtarget % xorigin%2 & $ ytarget % yorigin%2 & $ ztarget % zorigin%2(1)

' $ arctan"ytarget % yorigin

xtarget % xorigin
# (2)

( $ arccos"ztarget % zorigin

# # (3)

With this information, we determined the appropriate insertion angles (
(rotation), ' (inclination), and the distance # that the electrodes will
move forward from the insertion site to reach the recording target area.
The insertion angles were verified using an MRI-compatible cannula at (
and ' in an additional MR scan (see Fig. 1C). Thus, the electrodes were
moved to the dorsal portion of the putamen using these insertion angles.
Electrophysiological recordings were performed from the putamen con-
tralateral to the moving hand, at an anteroposterior level within 2.75 mm
and &1.0 mm referred to the anterior commissure (see Fig. 1D). Re-
markably, during the recording sessions the actual distance at which we
found striatal activity was similar to the predicted distance #.

Data analysis
General. Subroutines written in MATLAB (version 7.6.0.324, Math-
Works) were used for all the analyses. LFP signals were aligned to each tap
or stimulus in the task to look for associated power modulations. Power
modulations were quantified and further analyzed.

Spectral analysis. Spectral quantities were estimated using the multita-
per method (Thomson, 1982) implemented in Chronux 2.00 (Mitra and
Bokil, 2008). The bandwidth used for smoothing was always 10 Hz.

Figure 1. SCT and location of recording sites. A, Sensory and motor events in the SCT. S, Stimuli with an isochronous interval; R,
push-button press; KH, key hold; W, reward; S1–S3, intertap intervals of the synchronization phase; C1–C3, intervals of the
continuation phase. B, Navigation method to reach the dorsal putamen. Guiding cannulae were oriented in spherical coordinates
with respect to the anterior–posterior, medial–lateral, and dorsal–ventral axes of the monkey’s head. MRI was used to calculate
the appropriate coordinates and to verify the trajectory. C, MRI in the parasagittal plane where the white arrow points to the
trajectory of an MRI-compatible cannula and the number 1 is located on the putamen. D, Representative standard coronal sections
of the macaque brain (Frey et al., 2011) illustrating the area in which LFPs were recorded for one monkey. The numbers to the left
are millimeters with respect to the anterior commissure. Blue dots correspond to the recording sites.

Bartolo et al. • Basal Ganglia Activity during Rhythmic Tapping J. Neurosci., March 12, 2014 • 34(11):3910 –3923 • 3911
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bands (Friedman tests, p ! 0.05). In contrast, there was a small
number of nonselective LFPs with power modulations of similar
magnitude across the six elements of the SCT sequence and all
durations and were classified as sensorimotor responses (Table 1;
Fig. 6). Collectively, these findings provide evidence for the co-
existence of neural signals associated with the organization of
sequential motor behavior and the produced duration during the
SCT in the putamen (Figs. 4 and 5). Below we describe how the
tuning for interval and serial order in putaminal cells is related with
the tuning of the oscillatory activity in the LFPs for these parameters
of the task.

Sequential selectivity in the
oscillatory activity
The magnitude of the integrated power in
LFPs with significant effects of serial order
(Friedman tests, p ! 0.05) was segregated
in two functionally distinct categories us-
ing a clustering algorithm as depicted in
Figure 7 (see Materials and Methods).
Each row in Figure 7 shows the normal-
ized integrated power for each LFP re-
cording, and each column represents the
six intervals in the SCT sequence (three
for the synchronization and three for the
continuation phase). The first category
may encode the ordinal structure of the
task sequence because the LFPs spectral
power showed greater modulations dur-
ing one or two consecutive elements of
the sequence and were considered
ordinal-selective (Table 2; Fig. 7). For
example, the initial group of LFPs with
high (black) integrated power on the
first interval of the synchronization
phase was clustered as ordinal-selective
to S1. These LFPs confirm the well-
known ordinal sequential movement
activity in the basal ganglia (Kermadi
and Joseph, 1995; Mushiake and Strick,
1995) is also present during the execu-
tion of the SCT. In contrast, the second
category consisted of LFPs that showed
high oscillatory activity during the whole
synchronization or continuation phase of
the SCT (Fig. 7, Sync or Conti on the right
legend). This type of phase-selective re-
sponse was associated with the temporal
information processing during sensory-
guided (synchronization) or internally
driven (continuation) production of
rhythmic movements.

We fitted Gaussian functions to the in-
tegrated power of the !- and "-bands as a
function of the serial order of the SCT, to
detect whether tuning functions occurred
also for serial order as they occurred for
duration. As expected, a large proportion
of LFPs were significantly tuned to the se-
rial order (Table 3). There was a signifi-
cant bias (# 2 test, p ! 0.001) toward the
continuation phase in the preferred serial
order for the !-band across interval
marker conditions (Fig. 8, filled bars). In

contrast, the sequential tuning in the "-band showed a significant
bias (# 2 test, p " 0.0016) toward the synchronization phase (Fig.
8, filled bars). Overall, these findings support the notion that the
internal generation of rhythmic movements was associated with
the entrainment of putaminal circuits that oscillate in the
!-frequencies.

On the other hand, spikefield synchrony in the "-band may be
used for computations of sensory timed movements. A predic-
tion of this hypothesis is that, if we align the spectrograms to the
times of stimuli instead of tapping times as in the previous anal-

Figure 5. Dual selectivity to the interval duration and the task phase in the LFP ! power. A, !-Band spectrogram of an LFP
recording with power increments during the continuation phase of long interval durations. B, Integrated power of the !-band for
the spectrogram in A. C, Integrated power of the "-band of another LFP with larger oscillatory activity for longer durations during
the synchronization phase in the visual condition. The same conventions as in Figure 3.

Bartolo et al. • Basal Ganglia Activity during Rhythmic Tapping J. Neurosci., March 12, 2014 • 34(11):3910 –3923 • 3915
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and y(t) with its absolute value between 0 and 1 and is calculated for each
point in time. However, because the MEG source analysis is limited in
spatial resolution, a spread of neural activity across adjacent areas may
cause an apparent strong coherence specifically in the vicinity of the seed
location. To avoid this, we confined our result to event-related changes in
coherence but not the absolute level of the coherence itself. This ap-
proach was based on the assumption that functionally relevant coherence
fluctuates over time according to the brain process, while apparent co-
herence due to the spatial filtering should remain constant over the
course of time interval of interest rather than dynamically changing with
stimulation. Therefore, we subtracted the temporal mean of coherence
and analyzed temporal fluctuations only. Moreover, we applied a discrete
Fourier transform to the coherence changes and considered only changes
that followed the rhythm of the auditory stimulus and termed the result-
ing measure the event-related coherence. For group statistics, we applied
a Rayleigh test (Mardia, 1972; Fisher, 1993), which tests for consistency
in the phase of the time course of coherence change across the group.

To reveal the global time courses of event-related coherence, we again
applied PCA to decompose the time series of coherence data into prin-
cipal time series and related volumetric maps. Although the absolute
value of coherence measures ranges from 0 to 1, it decreases with increas-
ing number of trials (Maris et al., 2007), and numerically small coherence
values can be highly significant in human EEG and MEG data (Srinivasan
et al., 1999; Fries et al., 2001; Tallon-Baudry et al., 2001). According to
phase statistics (Fisher, 1993), the null distribution of the phase coher-
ence statistics is the circular normal distribution, and for large number of
trials (e.g., n ! 50), p values can be obtained as p " exp(#nR), R "
n ! coh 2. Local maxima of the squared event-related coherence, which
were significant according to the Rayleigh test, were accepted as nodes of
a network of synchronous beta oscillations. Time series of event-related
coherence were shown for the identified locations.

Results
Beta oscillation in the auditory cortex
The auditory evoked responses were modeled successfully with a
pair of equivalent current dipoles in bilateral temporal lobes. The
group mean Talairach coordinates of dipole locations were (#42,
#22, 2 mm) (left) and (40, #24, 2 mm) (right) and correspond to
the medial parts of bilateral primary auditory cortices. Time–
frequency analysis of activity from these locations revealed peri-
odic patterns of signal power increase and decrease according to
the periodicity of the stimuli (Fig. 1A–D). Power modulation, or
ERS/ERD, occurred predominantly in the beta frequency band.
The time courses of signal changes in the narrow 20 –22 Hz band
shown in Figure 1F provide a closer look at its temporal dynam-
ics. Beta activity decreased immediately after stimulus onset,
reached a minimum around 200 ms latency. Notably, the time
course of this initial beta-ERD did not change with the stimulus
conditions. More importantly, only in the periodic stimulus con-
ditions, the following beta-ERS reached the maximum again
around the time of next stimulus presentation (Fig. 1A–C),
whereas in the case of the randomized stimulation the beta-ERD/
ERS was aperiodic and transient in its nature (Fig. 1D). Thus,
overall, periodic stimulation resulted in a periodic pattern of beta
modulation, and that was not case for the irregular stimulus.

We further examined whether the latency of beta-ERD and the
following beta-ERS systematically changed across conditions. As
shown in Figure 2, the latencies of the midpoints of the falling slope
(t1) and the troughs of ERD (t2) did not change as stimulus timing
changed. By contrast, the midpoints of the rising slopes (t3) differed

Figure 3. Time series of the principal components of event-related modulation of beta oscillations. A spatiotemporal principal component analysis decomposed the source data of beta signal
change into a set of PCs, consisting of a brain map and associated time series. The time series of the first PC (i.e., the largest) are shown in this figure. A–D, Overlay of the time series of the first PC
for all individuals at 390 ms stimulus onset asynchrony (SOA) (bottom) and the first PC of the grand averaged data (top) (A); 585 ms SOA (B); 780 ms SOA (C); and randomized stimulus
presentation (D).
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cution of the SCT and a serial reaction-time task (RTT), in which
monkeys performed a sequence of taps guided by aperiodic stim-
uli without the internally driven phase. Most of the recorded local
field potentials (LFPs) had ! activity bursts associated with the
beginning of a sequence of movements, independently of the
task. After this initial signal, ! activity rebounded during execu-
tion of internally driven isochronous movements, emphasizing
its relationship to predictive behavior and the internal set for
processing regular events.

Materials and Methods
General
Two male monkeys (Macaca mulatta, 5–7 kg body weight) were trained
to tap on a push button in two behavioral paradigms (see Tasks, below).
Neurophysiological recordings were performed in the putamen during
performance of the task (Bartolo et al., 2014). All of the animal experi-
mental procedures were approved by the National University of Mexico
Institutional Animal Care and Use Committee and conformed to the
principles outlined in the Guide for the Care and Use of Laboratory Ani-
mals (NIH, publication Number 85-23, revised 1985).

Tasks
Serial reaction-time task. Monkeys were required to tap on a push button
each time a stimulus was presented. Stimuli were separated by varying
intervals randomly chosen between 600 and 1600 ms. Each trial consisted
of a series of six stimulus–response pairs, resulting in a sequence of five
intertap intervals (ITIs; R1–R5; Fig. 1A, left). The intertrial period varied
from 2 to 4 s. Trials with reaction times between 200 and 500 ms were
considered correct, and the animals received juice as reward. Stimuli
were brief auditory tones (33 ms, 400 Hz, 65 dB) or visual stimuli (33 ms,
10 ! 10 cm square) in separate blocks. For each modality, 10 trials were
collected in each recording site.

Synchronization-continuation task. This task has been described previ-
ously (Zarco et al., 2009; Merchant et al., 2011). Briefly, monkeys were
required to tap on a push button, first guided by sensory isochronous
stimuli (synchronization phase), to produce three intertap intervals (S1–
S3; Fig. 1 A, right) and then to continue tapping without the sensory
stimulus (continuation phase) to produce three more intervals (C1–C3;
Fig. 1A, right). Five different interstimulus durations were used as
targets in random order within a block. Trials with intertap intervals
within a 30% window from the interstimulus interval were considered

Figure 1. A, Normalized spectrogram of an example LFP recording tuned to serial order during irregular tapping (RTT) and isochronous tapping (SCT). In each plot, the time during task execution
and spectral frequency components are represented in the horizontal and vertical axes, respectively. Black bars indicate the time of button taps, and on top of each plot the label of the respective
serial-order element is shown. For the SCT, the interstimuli target interval was 1000 ms. S1–S3 correspond to the sensory-guided phase of the task, whereas C1–C3 correspond to internally driven
tapping. The normalized spectral power is color coded as indicated by the color bar. B, Integrated !-power curves of the same LFP shown in A. Gray horizontal lines show the threshold (mean " 1
SD), and green dots mark valid modulations. Gray arrowheads mark the tap times. C, Power curves of a different LFP recording site. For the SCT, the interstimuli target interval was 1000 ms (same
conventions as for B). D, Mean reaction times and asynchronies for the RTT and SCT are as follows: RTT [mean (SD)], audio (A), 489.6 (6.9); visual (V), 484.1 (5.6); SCT, A, 301.1 (13.8); V, 282.2 (13.7).
E, Constant error (mean ITI minus the target interval) of the monkeys’ produced intervals. F, Variability (SD) of the ITI as a function of target interval during the SCT. Solid and dotted lines are linear
regressions of the data from the auditory (R 2 # 0.97, p # 0.002) and visual (R 2 # 0.94, p # 0.006) conditions, respectively.
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cution of the SCT and a serial reaction-time task (RTT), in which
monkeys performed a sequence of taps guided by aperiodic stim-
uli without the internally driven phase. Most of the recorded local
field potentials (LFPs) had ! activity bursts associated with the
beginning of a sequence of movements, independently of the
task. After this initial signal, ! activity rebounded during execu-
tion of internally driven isochronous movements, emphasizing
its relationship to predictive behavior and the internal set for
processing regular events.

Materials and Methods
General
Two male monkeys (Macaca mulatta, 5–7 kg body weight) were trained
to tap on a push button in two behavioral paradigms (see Tasks, below).
Neurophysiological recordings were performed in the putamen during
performance of the task (Bartolo et al., 2014). All of the animal experi-
mental procedures were approved by the National University of Mexico
Institutional Animal Care and Use Committee and conformed to the
principles outlined in the Guide for the Care and Use of Laboratory Ani-
mals (NIH, publication Number 85-23, revised 1985).

Tasks
Serial reaction-time task. Monkeys were required to tap on a push button
each time a stimulus was presented. Stimuli were separated by varying
intervals randomly chosen between 600 and 1600 ms. Each trial consisted
of a series of six stimulus–response pairs, resulting in a sequence of five
intertap intervals (ITIs; R1–R5; Fig. 1A, left). The intertrial period varied
from 2 to 4 s. Trials with reaction times between 200 and 500 ms were
considered correct, and the animals received juice as reward. Stimuli
were brief auditory tones (33 ms, 400 Hz, 65 dB) or visual stimuli (33 ms,
10 ! 10 cm square) in separate blocks. For each modality, 10 trials were
collected in each recording site.

Synchronization-continuation task. This task has been described previ-
ously (Zarco et al., 2009; Merchant et al., 2011). Briefly, monkeys were
required to tap on a push button, first guided by sensory isochronous
stimuli (synchronization phase), to produce three intertap intervals (S1–
S3; Fig. 1 A, right) and then to continue tapping without the sensory
stimulus (continuation phase) to produce three more intervals (C1–C3;
Fig. 1A, right). Five different interstimulus durations were used as
targets in random order within a block. Trials with intertap intervals
within a 30% window from the interstimulus interval were considered

Figure 1. A, Normalized spectrogram of an example LFP recording tuned to serial order during irregular tapping (RTT) and isochronous tapping (SCT). In each plot, the time during task execution
and spectral frequency components are represented in the horizontal and vertical axes, respectively. Black bars indicate the time of button taps, and on top of each plot the label of the respective
serial-order element is shown. For the SCT, the interstimuli target interval was 1000 ms. S1–S3 correspond to the sensory-guided phase of the task, whereas C1–C3 correspond to internally driven
tapping. The normalized spectral power is color coded as indicated by the color bar. B, Integrated !-power curves of the same LFP shown in A. Gray horizontal lines show the threshold (mean " 1
SD), and green dots mark valid modulations. Gray arrowheads mark the tap times. C, Power curves of a different LFP recording site. For the SCT, the interstimuli target interval was 1000 ms (same
conventions as for B). D, Mean reaction times and asynchronies for the RTT and SCT are as follows: RTT [mean (SD)], audio (A), 489.6 (6.9); visual (V), 484.1 (5.6); SCT, A, 301.1 (13.8); V, 282.2 (13.7).
E, Constant error (mean ITI minus the target interval) of the monkeys’ produced intervals. F, Variability (SD) of the ITI as a function of target interval during the SCT. Solid and dotted lines are linear
regressions of the data from the auditory (R 2 # 0.97, p # 0.002) and visual (R 2 # 0.94, p # 0.006) conditions, respectively.
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significantly across stimulus timing conditions, such that the rising
slope was increasingly shallow with increasing stimulus periodicity.
Moreover, despite the fact that, in the irregular condition, the inter-
vals were uniformly randomized between 390 and 780 ms, the beta
rebound in that condition was significantly earlier compared with
the mean of t3 across the three periodic conditions. This indicates
that the periodic pattern of beta modulation was only observed with
periodic stimulation and it suggests further that, when the time of
the next auditory beat is uncertain, the system prepares for the pos-
sibility of an early beat rather than simply expecting the next sound
to occur at the mean time of previous beats.

The amount of amplitude change was largest for the slowest
stimulus rates; group mean ERD maxima and its SD were 1.63 !
0.25% at 390 ms, 2.68 ! 0.45% at 585 ms, and 3.52 ! 0.52% at
780 ms. Pairwise comparisons between the different rates re-
vealed significant differences between the fastest condition (390
ms) and each of the slower conditions (390 vs 585 ms, t(17) "
2.033, p " 0.029; 390 vs 780 ms, t(16) " 3.298, p " 0.023; for this
comparison, the sample size of N " 12 was corrected based on the
Welch–Satterthwaite equation to account for unequal number of
trials in each condition). There was no significant difference be-
tween the two slower conditions, partly reflecting larger residual
noise because of the smaller number of trials.

As for the baseline level of beta amplitude, we compared the
mean beta amplitude during the 2.0 s interval preceding a stim-

ulus train to that during the stimulus presentation, and found no
significant differences between conditions.

Beta power comodulation across the whole brain
From spatiotemporal PCAs for each stimulus condition, we iden-
tified the first PC with its factor score, which reflected common
temporal patterns of source activity in the beta power, and its
corresponding factor-loading map of source locations, which in-
dicated the strength of the identified temporal pattern at each
volume element. Figure 3 illustrates the time series of the first PC,
the most common activity across the brain, for the group aver-
aged and individual data. The first PC explained the majority of
the variance in beta-power changes for each individual and all
conditions (390 ms, 54 – 80%; 585 ms, 47–75%; 780 ms, 47–77%;
random, 52–78%). Furthermore, the time courses of the first PC
were consistent across individuals (Fig. 3, bottom panel of each
plot), especially for the faster tempi. For the slowest tempo and
the randomized tones, the interindividual variability in the time
course increased particularly for the upward slope after the initial
decrease around 100 –300 ms. This apparent larger variability
likely reflects the smaller number of trials in these conditions
compared the fastest rate condition. However, importantly, this
did not affect the timing of the beta rising slope as indicated by
similar confidence intervals for the midpoints of the rising slope
(Fig. 2). The corresponding map of brain areas in which the beta
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Figure 4. Brain maps associated to the time series of the first PC of the beta amplitude shown in Figure 3 indicate the areas in which beta activity was modulated by the auditory stimuli. A–D,
Stimulus interval: 390 ms (A), 585 ms (B), 780 ms (C), and randomized between 390 and 780 ms (D). Local maxima are indicated by arrows. The list of the locations and Talairach coordinates are
indicated in Table 1. IFG, Inferior frontal gyrus; ITG, inferior temporal gyrus; MidTG, middle temporal gyrus; PreCG, precentral gyrus; PostCG, postcentral gyrus; PCingG, posterior cingulate gyrus; PCL,
paracentral lobule; SFG, superior frontal gyrus; SMA, supplementary motor area.
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Figure 3.

Task-related amplitude dynamics for S1. A: A time-frequency
representation (TFR) showing the fraction of parcels from all
202 parcels with significant positive (P1) or negative (P2) mod-
ulation of oscillation amplitudes for S1 compared to the pre-cue
baseline period for both the duration and color WM tasks. A
sustained suppression of b-band oscillations amplitudes is
observed for both tasks. Time is displayed on the x-axis, fre-
quency on the y-axis, and the color shows the proportion of
parcels with significant positive or negative modulation (Wil-
coxon signed-rank test, p< 0.01, corrected for multiple compar-
isons). B: Cortical regions in which b-band oscillation
amplitudes are modulated for duration and color tasks displayed
on an inflated cortical surface. Oscillation amplitudes were sup-
pressed in the frontal, parietal, and visual regions. The color
indicates the fraction of time-frequency (TF) elements between
0.3 and 1.4 s and 14 and 30 Hz, which show significant negative
modulation. L and R refer to the left and right hemispheres,
respectively. C: TFR for the difference in the strength of oscilla-
tion amplitudes between the duration and color WM task reveal
stronger b-band amplitudes for the duration task (Wilcoxon
signed-rank test, p< 0.05, corrected for multiple comparisons).
Colors and axis as in (A). D: Cortical regions in which b-band
amplitudes were stronger for the duration than color WM task
for the selected TF ROI. The color indicates the fraction of
time-frequency (TF) elements between 0.3 and 1.4 s and 14 and
30 Hz, which show significant positive modulation. b-band ampli-

tudes were strengthened in the both dorso and ventral-lateral
prefrontal (dlPFC, vlPFC), posterior parietal cortex (PPC), and
in visual regions. Precentral sulcus (prCS) was assigned as a par-
cel for premotor cortex (PM) and central sulcus (CS) as motor
cortex (MC). Abbreviations for cortical labels in B and D: s,
superior; m, middle; i, inferior; C, central; S, sulcus; G, gyrus; F,
frontal; O, occipital; T, temporal; P, parietal; po, post-; pr, pre-; a,
anterior; p, posterior; pl, pole; Ci, cingulated; Fo, frontal opercu-
lum; Orb, orbital gyrus; intPS, intraparietal sulcus; Cn, cuneus;
preCn, precuneus; linG, lingual gyrus; IN, insula. E: Mean b-band
amplitudes (6 standard error of mean (SEM) averaged over
vlPFC (black), dlPFC (blue), somatomotor (SM) (green), PPC
(red), visual areas (Vis, purple) between 0.3 and 1.4 s. F: The
averaged amplitude between 0.3 and 1.4 s and 14 and 30 Hz as
in (D), across subjects for color and duration WM task as well
as for the difference separately for each parcel. Parcels are
sorted according to the strength of suppression in the color
task. The strength of b-band suppression in the color WM task
is linearly correlated with the strength of amplitude difference
between the tasks (R2 5 0.44, p< 0.001, Spearman Rank Corre-
lation test). Each parcel is presented as circle on the x-axis while
their dSPM amplitude is displayed on the y-axis. Color of the
circle defines the condition: Green 5 Color task, Brown 5 dura-
tion task, Red5 Parcels in which the duration-color task ampli-
tude was statistically significant, Gray 5 Parcels in which
duration-color task amplitude was non-significant.
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tasks such as duration discrimination and “emergent timing” as
being associated with the processing of a temporal regularity or a
beat in the sequence to be timed. The authors suggested that tasks
requiring an explicit or discrete representation of time intervals
such as the temporal control of a series of discrete movements
involve the cerebellum and that temporal control of rhythmic
and continuous movements might be subserved by cortical net-
works and not the cerebellum (Spencer et al., 2003). Comple-
mentary to this dissociation in timing of movements, here we
report a functional dissociation in perceptual timing with no
explicit linked motor output such as tapping.

Role of the olivocerebellar system
The inferior olive has remarkable cellular and network properties
that make it an ideal generator of temporal patterns (Yarom and
Cohen, 2002; Jacobson et al., 2008). The intrinsic voltage-gated
conductances present in olivary neurons sustain rhythmic sub-
threshold membrane potential oscillations at !5–15 Hz and en-
able them to generate a timing signal (Llinás and Yarom, 1981).
These oscillations are synchronized by electrical coupling be-
tween the olivary cells and organize them into temporally co-
herent groups (Llinas et al., 1974). The electrical coupling
coefficient is controlled by GABAergic projections from the
deep cerebellar nuclei, which synapse directly on the gap junc-
tions between olivary cells and organize them into dynamic,
functional subgroups. The deep cerebellar nuclei receive in-
hibitory input from the cerebellar Purkinje cells, which in turn
receive climbing fiber afferents from the olivary cells, thus
forming a dynamic network capable of producing accurate
timing signals (Welsh et al., 1995).

Inferior olive activity has been reported previously in fMRI
studies of perceptual timing based on visual sequences (Xu et al.,
2006; Liu et al., 2008). Here, we observed significant inferior olive
activation for auditory timing of irregular sequences without an
apparent beat in contrast to the timing of regular sequences with
an isochronous beat. Xu et al. (2006) found similar inferior olive
activity in a perceptual timing task when they contrasted timing
of metrical rhythmic sequences to timing of isochronous se-
quences. Moreover, the inferior olive has been suggested to me-
diate adaptive timing of the classically conditioned, eye-blink
response and the vestibulo-ocular reflex (Ito et al., 1970). The
sole source of climbing fiber input to the Purkinje cells, the infe-
rior olive has been shown to subserve error-based learning by

mediating long-term depression of the parallel fiber input to the
Purkinje cells (Ito et al., 1982). Together, these results suggest a
possible role for the olivocerebellar system in detecting errors in
the regular operation of a beat-based timer in the striatum.

In addition to the inferior olive, we found strong activa-
tions in the cerebellum, which has been widely implicated in
interval timing (Ivry and Keele, 1989; Nichelli et al., 1996; Ivry
et al., 2002; Grube et al., 2010a,b). Its specific role in absolute,
duration-based timing was demonstrated in patients with
spinocerebellar ataxia type 6 by Grube et al. (2010a), who used
a battery of auditory timing tasks based on duration-based or
beat-based timing mechanisms and found a significant im-
pairment only on the duration-based timing tasks (e.g., com-
paring the absolute duration of single intervals) and not on
relative timing of rhythmic sequences based on a regular beat.

Table 2. Stereotactic MNI coordinates for relative, beat-based timing

Brain area Hemisphere x y z t-value

Caudate nucleus Right 14 9 18 5.69
Left "14 6 21 4.32

Putamen Right 23 21 0 4.28
Left "24 15 "2 4.55

Internal capsule Right 15 3 6 6.99
Left "15 3 12 3.16

Thalamus Right 9 "15 12 6.44
Left "9 "21 12 6.06

Pre-SMA/SMA Right 15 6 64 12.61
Left "2 "3 67 6.61

Premotor cortex Right 38 "6 60 8.04
Left "41 5 51 5.53

Dorsolateral prefrontal cortex Right 35 9 31 4.62
Left "38 18 25 5.30

Superior temporal gyrus Right 66 "39 3 5.82
Left "41 "30 9 6.72

Local maxima for relative, beat-based timing are shown at p # 0.001 (uncorrected).

Figure 5. Dissociation between neural substrates underlying absolute and relative timing.
A, Glass brain image in MNI space showing activations for absolute, duration-based timing
(irregular vs regular) at a t-value threshold of 4.00 and an extent threshold of 10 voxels. B, Glass
brain image in MNI space showing activations for relative, beat-based timing (regular vs irreg-
ular) at a t-value threshold of 4.00 and an extent threshold of 10 voxels. C, Activations for
absolute timing are depicted in yellow, and activations for relative timing are shown in green on
a sagittal section of the average normalized structural image at x $%7 mm and a threshold of
p # 0.01 (uncorrected) to show the clear differences in the brain bases for absolute and relative
timing, respectively.
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cution of the SCT and a serial reaction-time task (RTT), in which
monkeys performed a sequence of taps guided by aperiodic stim-
uli without the internally driven phase. Most of the recorded local
field potentials (LFPs) had ! activity bursts associated with the
beginning of a sequence of movements, independently of the
task. After this initial signal, ! activity rebounded during execu-
tion of internally driven isochronous movements, emphasizing
its relationship to predictive behavior and the internal set for
processing regular events.

Materials and Methods
General
Two male monkeys (Macaca mulatta, 5–7 kg body weight) were trained
to tap on a push button in two behavioral paradigms (see Tasks, below).
Neurophysiological recordings were performed in the putamen during
performance of the task (Bartolo et al., 2014). All of the animal experi-
mental procedures were approved by the National University of Mexico
Institutional Animal Care and Use Committee and conformed to the
principles outlined in the Guide for the Care and Use of Laboratory Ani-
mals (NIH, publication Number 85-23, revised 1985).

Tasks
Serial reaction-time task. Monkeys were required to tap on a push button
each time a stimulus was presented. Stimuli were separated by varying
intervals randomly chosen between 600 and 1600 ms. Each trial consisted
of a series of six stimulus–response pairs, resulting in a sequence of five
intertap intervals (ITIs; R1–R5; Fig. 1A, left). The intertrial period varied
from 2 to 4 s. Trials with reaction times between 200 and 500 ms were
considered correct, and the animals received juice as reward. Stimuli
were brief auditory tones (33 ms, 400 Hz, 65 dB) or visual stimuli (33 ms,
10 ! 10 cm square) in separate blocks. For each modality, 10 trials were
collected in each recording site.

Synchronization-continuation task. This task has been described previ-
ously (Zarco et al., 2009; Merchant et al., 2011). Briefly, monkeys were
required to tap on a push button, first guided by sensory isochronous
stimuli (synchronization phase), to produce three intertap intervals (S1–
S3; Fig. 1 A, right) and then to continue tapping without the sensory
stimulus (continuation phase) to produce three more intervals (C1–C3;
Fig. 1A, right). Five different interstimulus durations were used as
targets in random order within a block. Trials with intertap intervals
within a 30% window from the interstimulus interval were considered

Figure 1. A, Normalized spectrogram of an example LFP recording tuned to serial order during irregular tapping (RTT) and isochronous tapping (SCT). In each plot, the time during task execution
and spectral frequency components are represented in the horizontal and vertical axes, respectively. Black bars indicate the time of button taps, and on top of each plot the label of the respective
serial-order element is shown. For the SCT, the interstimuli target interval was 1000 ms. S1–S3 correspond to the sensory-guided phase of the task, whereas C1–C3 correspond to internally driven
tapping. The normalized spectral power is color coded as indicated by the color bar. B, Integrated !-power curves of the same LFP shown in A. Gray horizontal lines show the threshold (mean " 1
SD), and green dots mark valid modulations. Gray arrowheads mark the tap times. C, Power curves of a different LFP recording site. For the SCT, the interstimuli target interval was 1000 ms (same
conventions as for B). D, Mean reaction times and asynchronies for the RTT and SCT are as follows: RTT [mean (SD)], audio (A), 489.6 (6.9); visual (V), 484.1 (5.6); SCT, A, 301.1 (13.8); V, 282.2 (13.7).
E, Constant error (mean ITI minus the target interval) of the monkeys’ produced intervals. F, Variability (SD) of the ITI as a function of target interval during the SCT. Solid and dotted lines are linear
regressions of the data from the auditory (R 2 # 0.97, p # 0.002) and visual (R 2 # 0.94, p # 0.006) conditions, respectively.
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Material and Methods

Participants
Nineteen participants (11 women, age range 18–42) completed the
experiment after providing written informed consent and received
a compensation for their participation. All participants were right-
handed, with normal hearing and no history of neurological disorders.
The experimental protocol was approved by the New York University
Institutional Review Board.

Procedures and Stimuli
The experiment consisted of a “delayed-target detection task” during
which participants listened to an isochronous sequence of 4 or 5 tones
(150 ms duration per tone, 5 ms cosine ramp onset and offset, pre-
sented at 60 dB SPL). We used 3 different stimulus onset asynchronies
(SOA = 800, 1000, or 1200 ms), pseudo-randomized across trials. Parti-
cipants were asked to detect whether the last tone (target) was delayed
with regard to the beat of the sequence (see Fig. 1A). Before each trial,
subjects were visually informed whether the sequence included 4 or 5
tones and were explicitly asked to stay completely still until providing
the response. The target occurred either at the expected time (Fig. 1B
condition Δt0, 33.3% of the stimuli), or was delayed by either 75 ms
(condition Δt75, 33.3% of the stimuli) or 150 ms (condition Δt150, 33.3%
of the stimuli) with regard to the beat. At the end of each trial, partici-
pants used their left hand to indicate whether the target occurred at the

predicted time (i.e., on the beat of the sequence; response: “normal”)
or not (response: “delayed”). These “listen” trials were followed by a
“produce” trial during which participants were instructed to reproduce
the tone sequence by pressing a button that elicited a tone, and to
detect whether the last tone was delayed with regard to their last
button press. However, because participants’ performance was at
chance for this secondary task, we focus the analysis here on “listen”
trials. Because no feedback was given, the subjects were unaware of
their performance, which ensured that their attention was equally
engaged in both tasks. Finger and motor response contingencies were
randomized across subjects. Delays and SOA parameters were selected
on the basis of a series of pilot experiments (run on a different set
of participants) in which psychophysical delay detection thresholds
were determined as a function of SOAs. This pretesting allowed us to
select a range of delays ensuring that on average—and for all SOAs—
participants were better than chance at detecting the delays. Behavioral
performance was assessed for each delay and SOAs by measuring the
proportion of correct responses. We used 3 different SOAs in order to
induce temporal uncertainty between trials, which ensured that sub-
jects were actively engaged across the whole experiment. While the
SOA slightly affected subjects’ performance at detecting the target (see
Results), we systematically tested its effect on each neural measure,
which never reached significance. We also performed reaction time
analyses on this dataset and decided, in the absence of informative
findings related to response speed, to focus on participants’ perform-
ance only.

Experimental Design and Sequential Processing Model
We assumed that contrasting the different levels of the factors Accur-
acy (Correct vs. Incorrect) and Decision (response: “normal” vs.
“delayed”) can be used to reveal 2 distinct processing stages, respect-
ively: a predictive stage (1) and a decisional stage (2), (see Fig. 1C). We
hypothesized that the associated physiological effects should provide
evidence for the oscillatory mechanisms implemented to perform
these critical processing steps.

(1) Prediction stage: because predictive mechanisms are deployed
before the occurrence of the target, we anticipated that contrasting
correct and incorrect responses (Accuracy factor) should reflect the
success versus failure of these mechanisms, respectively. This contrast
—applied to prestimulus activity—should therefore reveal the predic-
tion stage, that is, the neural mechanisms used to accurately predict
“when”.

(2) Decision stage: since this refers to the processing stage at which
the participant makes a decision about the target, we assumed that
contrasting the trials corresponding to subject responses (“normal” vs.
“delayed”) should reveal the neural mechanisms that determine
subjects’ decisions. Because the decision depends on the sensory evi-
dence, we hypothesized that related effects should be visible after the
target occurrence.

Our primary questions rest on a complicated experiment, whose
data have the dimensions of space, pre- and poststimulus time, as well
as frequency, and whose design is multifactorial in nature. We there-
fore spend some time describing the sequence of analyses and motivat-
ing this sequence in relation to our questions.

MEGRecordings and Data Processing
Neuromagnetic signals were measured using a 157-channel whole-
head axial gradiometer system (KIT, Kanazawa, Japan). Five electro-
magnetic coils were attached to a participant’s head to monitor head
position during MEG recording. The locations of the coils were deter-
mined with respect to 3 anatomical landmarks (nasion, left and right
preauricular points) on the scalp using 3D digitizer software (Source
Signal Imaging, Inc.) and digitizing hardware (Polhemus, Inc.). The
coils were localized to the MEG sensors, at both the beginning and the
end of the experiment. The MEG data were acquired with a sampling
rate of 1000 Hz, filtered online between 1 and 200 Hz, with a notch
filter at 60 Hz.

MEG recordings were noise-reduced off-line using the CALM
algorithm (Adachi et al. 2001). Data analysis was performed using the
Fieldtrip (http://fieldtrip.fcdonders.nl; Oostenveld et al. 2011) and

Figure 1. Experimental design and sequential processing model. (A) Experimental
paradigm. Participants were instructed to listen to a sequence of 4 or 5 tones and
were asked to judge whether the last tone (target) was delayed or not with regard to
the beat. (B) Experimental design. Two analysis factors are derived from this design.
The factor Accuracy determines whether participant’s response was correct or not
with regard to the delay. The factor Decision relies on participant’s subjective report,
that is, whether the target was perceived as “normal” or “delayed”. (C) Sequential
model for predictive processing and decision-making. We assumed that contrasting the
different levels of the factors Accuracy and Decision permits to reveal 2 distinct
processing stages, respectively: (1) the prediction stage and (2) the decision stage
(see Materials and methods).
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EEGlab (Delorme and Makeig 2004) packages, and additional programs
developed in MATLAB (The MathWorks, Natick MA). Trials were visual-
ly inspected, and those with obvious artifacts were removed. An inde-
pendent component analysis as implemented in FieldTrip was used to
correct for eye blink, eye movement, and heartbeat-related artifacts. The
activity of malfunctioning sensors (<2 per subject) was interpolated by
computing the average of neighboring sensors.

Auditory andMotor Functional Localizers
In order to extract neural activity in specific anatomical regions, one
usually considers the use of source reconstructions using inverse solu-
tions. However, we decided not to pursue this strategy for several
reasons: first, source localization of distinct frequency bands might
possibly result in differential sensitivity and spatial selectivity between
frequency bands, which might introduce unwanted confounds when
considering cross-frequency interactions; second, we did not have
access to single subjects’ anatomical magnetic resonance images,
which considerably reduces the accuracy of the method. As we aimed
at testing a putative role of cross-frequency interactions, we therefore
decided to use functional localizers at the topographical level rather
than anatomical constraints in source space.

To detect neural activity from motor and auditory regions while en-
suring functional selectivity, we chose to predefine auditory and motor
sensor clusters of interest by using the following functional localizers.
As we were primarily interested in early auditory cortical responses to
target sounds, we selected channels using the magnitude of the M100
response to a 1000 Hz sinusoidal tone as an independent pretest func-
tional localizer. We selected, for each participant, the 5 sensors with
the largest M100 response amplitude in each pole of the 2 gradiometer-
based contour maps reflecting the underlying dipoles in auditory
cortex (20 channels per subject). Analyses of auditory neural responses
are computed on this sensor selection, unless otherwise stated. Prior to
the experiment, we also ran a self-paced left hand button press experi-
ment, which allowed us to functionally identify a subset of 15 central
sensors that maximally captured neural activity over motor areas and
did not overlap with the auditory sensor selection. This allowed us to
functionally determine that the negative effect revealed on central
sensors in Fig. 3C likely reflected activity generated in motor areas.

Time–Frequency Analysis on Auditory Sensors
A time–frequency wavelet transform was then applied to each trial
(1000 ms pre- to 1000 ms post-target, zero-padded) at each MEG
sensor using a wavelet (m = 7) analysis (0.5 Hz resolution from 1 to
10 Hz; 1 Hz resolution from 10 to 50 Hz). This analysis resulted in an
estimate of oscillatory power at each time sample and at each fre-
quency between 1 and 50 Hz. (As no significant effect was observed
above 25 Hz, we restrain time–frequency rendering in our figures to
the 1–25 Hz range for clarity.) In order to isolate the potential

contribution of the tone preceding the target and the motor response
following the target, we focused our analyses on the 450 ms pre- to
500 ms post-target time-window (see Fig. 2A). Importantly, note that
figures represent neural activity aligned to the physical onset of the
target rather than to the expected time of target occurrence. While this
latter option was systematically tested for each analysis performed, it did
not change any of the results. Each trial was then normalized (z-score) at
each peri-stimulus time bin using the average and standard deviation
(SD) across trials and conditions. Note that because of the potential in-
fluence of the previous tone, we preferred this method rather than using
the prestimulus baseline. However, results were unchanged when using
a −500 to −400 ms prestimulus time-window as a baseline. As a conse-
quence, data were distributed normally, which allowed us to use stand-
ard parametric tests (e.g., paired t-test, repeated-measures analysis of
variance [ANOVA]) to assess the statistical significance of observed
effects on our experimental factors. After correcting for multiple com-
parisons (see below), these tests allowed us to identify time- (−300 to
−100 ms) and frequency- (delta, 1–3 Hz; beta 18–22 Hz) windows of
interest for further analyses (Fig. 2B).

To ensure that the observed effects were not driven by a single
condition (SOA for instance), we systematically controlled for such
potential bias by testing the main effects and interaction of SOA and
delays, which never reached significance (see below). Note as well that
since none of the comparisons computed on phase-locking between
trials was significant, we only describe results related to the other
measures. We also systematically tested for the effect of Delay and its
interaction with Accuracy and Decision. We found significant differ-
ences between correct and incorrect responses (Accuracy effect) irre-
spective of whether the target was delayed or not. We found that the
delay only significantly affected the Decision effect presented in
Figure 4. Therefore, Figures 2B and 3(A–F) present the contrast
between correct and incorrect responses, regardless of whether the
target was delayed or not.

Phase, Power and Cross-Frequency Coupling Analysis on Filtered
ERFs
We then aimed to further explore the prestimulus Accuracy effect at
the topographical level (Fig. 3), by focusing on the phase and power
of the frequency bands identified in Figure 2B. To do so, we first
reduced the dimensionality of our data by band-pass filtering single-
trial event related fields (ERFs) in delta (1–3 Hz) and beta (18–22 Hz)
frequency bands, using a zero-phase lag FIR filter, as implemented in
the EEGlab toolbox. Oscillatory phase and power were calculated
using the Hilbert transform of the filtered signal: power was defined as
the squared absolute value and phase as the angular component of the
Hilbert transform. Single-trial filtered ERFs were then Z-scored using
the same procedure as described above. Trials were grouped by Accur-
acy outcome (correct vs. incorrect), which were compared using the
following measures (and statistical tests): power and phase-locking

Figure 2. Time–frequency analysis of pre- to poststimulus MEG activity and accuracy effects. (A) Mean oscillatory activity of responses to target tones in auditory sensors
(selected individually, see Materials and methods). Time is expressed relative to target onset (black vertical line). (B) Accuracy effect (correct minus incorrect stimulus) on
oscillatory activity. Effect is expressed in t-scores; contours indicate significance thresholds of P<0.05, 0.01, and 0.001 for those clusters that survived the correction for multiple
comparisons (see Materials and methods and Maris and Oostenveld 2007). Black dashed boxes highlight prestimulus (−300 to −100 ms) Accuracy effects in delta (1–3 Hz) and
beta (18–22 Hz) power, corresponding to a stronger increase in these 2 frequency bands for targets that are subsequently correctly perceived.
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(repeated-measures ANOVA), phase distribution (Watson–Williams
test), and cross-frequency coupling (circular-to-linear correlations, as
implemented in Berens 2009).

To perform phase analyses at the sensor group level (Fig. 3B), we
computed the circular average between the phase courses of sensors of
the cluster of interest (Fig. 3A). Note that in order to ensure the reliabil-
ity of phase differences across time in Figure 3B, we applied Watson–
Williams tests on pooled consecutive data points in the window of
interest for each condition. To do so, we first corrected the angle of the
phase distribution at each time point t by subtracting the angle θ(t)
according to the formula:

uðtÞ ¼ 2p$ f $ ðt0 % tÞ

where t0 is the center of the time-window of interest, and f the mean
frequency of the frequency band of interest (delta 1–3 Hz). This correc-
tion allows us to group time points within the window of interest and
ensures greater reliability of the phase estimate to which the Watson–
Williams test is applied. To assess cross-frequency coupling at the topo-
graphical level (Fig. 3A), we calculated the circular-to-linear correlation
between the phase of delta- and the power of beta-oscillations at each
sensor in the time window of interest (−300 to −100 ms). The coupling
time-course illustrated in Figure 3F was obtained by calculating the
circular-to-linear correlation between delta phase-course (circular
average across selected sensors) and the beta power (averaged across
the same sensor selection). To compute the interaction between Delay
and Accuracy factors (Fig. 4B), we first calculated the correlation
between the delay (0, 75, or 150 ms) and the magnitude of neural

Figure 3. Accuracy effects on delta (1–3 Hz) phase, beta (18–22 Hz) power and delta–beta cross-frequency coupling. (A) Phase distribution difference (Watson–Williams test
across trials) at the topographical level between correct and incorrect trials in delta (1–3 Hz) band. Thick black dots highlight the cluster of auditory sensors that reach the P< 0.05
significance threshold and survived correction for multiple comparisons. The following analyses of delta phase are computed on the circular average of phase signals extracted from
this sensor selection. Two other sensor clusters lying over anterior auditory sensors and motor sensors showed significant (P<0.05, uncorrected) phase distribution difference
between correct and incorrect trials. (B) Left, distribution of delta-phase angles across trials in the time window of interest. Phase-angle distributions significantly differ between
correct (blue) and incorrect (red) trials (Watson–Williams test; P< 10−5), mean angles being practically in opposite phase. Right, phase histogram showing the proportion of trials
in each phase bin (phase distribution equally spaced in 9 phase-bins) for correct (blue) and incorrect (red) trials. (C) Accuracy effect on beta-band (18–22 Hz) oscillatory activity,
expressed in z-score difference between correct and incorrect trials. Thick black dots highlight the cluster lying over auditory sensors that reach the P<0.05 significance threshold
and survived correction for multiple comparisons. (D) Time-courses of beta-band activity expressed in z-score in the auditory sensor cluster for correct (blue) and incorrect (red)
trials. Shaded error bars indicate standard error of mean (SEM) and the thick black line shows significance of the difference between correct and incorrect trials, after correction for
multiple comparisons. (E) Cross-frequency delta–beta coupling (for both correct and incorrect trials) at the topographical level. Coupling is expressed in circular-to-linear correlation
r-values calculated at each sensor and averaged on the prestimulus time-window (−300 to −100 ms) of interest (see Materials and methods). Thick dots indicate the cluster of
sensors (threshold at n> 5 neighboring sensors) that reaches the P< 0.05 significance level (uncorrected). (F) Accuracy effect on delta–beta phase-amplitude coupling across
time, calculated on the cluster of sensors selected on the topography in E. Coupling is expressed in circular-to-linear r-values, for correct (blue) and incorrect (red) conditions.
Shaded error bars indicate SEM of the corresponding null distributions across 1000 permutations for each condition. The thick horizontal blue line indicates significant coupling in the
correct condition only, after correction for multiple comparisons.
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C. Discussion



Summary

Beta activity is strongly associated with encoding of time intervals in isochronous 
sequences during both passive listening, imagery and active timing tasks. 

Induced beta activity decreases (desynchronization) after stimulus onset and then 
increases (rebound) and peaks at the time of onset of the next sound event. 

Beta activity is a marker of both endogenous (top-down) as well as exogenous 
(bottom-up) processes underlying timing. 

Sources of beta activity are widespread and include the auditory cortex as well as 
coupled sensorimotor networks. 

Delta phase-beta amplitude coupling reflects performance in a timing task, and could 
used for accurate sensory selection in time. 

Signatures of beta activity in isochronous sequences are disrupted in irregular sound 
sequences.



Open questions
Causal architecture of beta-band networks during timing - i.e. what is the source of 
beta activity (cf. Sherman et al., 2016 PNAS)?  

What is the nature of functional connectivity between auditory and motor cortices 
during timing? 

Why is beta activity prominent only during regular sound sequences? How robust is 
the beta response to temporal irregularities in the stimulus? 

Are the beta sources underlying timing distinct for regular vs. irregular rhythms? 

Does beta activity represent “when” or “what” information about an event? 

What is the role of other oscillatory signals and their interaction with beta activity 
during timing?



Testable hypotheses
H0: Induced beta activity in auditory cortex is modulated by temporal irregularity. 
Use sound sequences with parametric levels of temporal jitter.  

Examine whether induced beta power and delta-phase & beta-amplitude coupling are 
modulated parametrically as a function of the amount of temporal jitter.

H0: Beta activity in the auditory cortex encodes maximum timing information. 
Use a classifier approach to examine whether activity (beta/gamma) in auditory cortex, 
motor cortex, SMA, cerebellum can decode stimulus features like regularity or rate. 

Classification accuracy should be higher for trained musicians vs. non-musicians.

H0: Beta activity represents both temporal (when) and categorical (what) information. 
Use a balanced factorial design with orthogonal temporal and categorical factors to 
examine whether induced beta activity represents when / what information.



Gracias por tu tiempo!


